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6෼໺ͷ͏͔ͪΒ 3෼໺Λબͼղ౴͢Δ͜ͱɽબΜͩ෼໺ຖʹղ౴༻ࢴΛผʹ͢Δ͜ͱɽ
Select 3 fields out of the 6 fields and answer the questions. Use a separate answer sheet
for each field.

6. ʲ֬཰ɾ౷ܭ (Probability and statistics)෼໺ʳ

࣮਺ p͸ 0 < p < 1Λຬͨ͢΋ͷͱ͢Δɽ֬཰ม਺Xͱ Y ͸ಠཱʹಉҰͷ֬཰ؔ਺

f(k) =

{
p (k = 1)

1− p (k = −1)

ʹै͏΋ͷͱ͢ΔɽZ = XY ͱͯ͠ɼҎԼͷ֤໰ʹ౴͑Αɽ

(1) ଴஋ظ E[Z]ΛٻΊΑɽ

(2) XͱZͷڞ෼ࢄ E[(X − E[X])(Z − E[Z])]ΛٻΊΑɽ

(3) XͱZ͕ಠཱͱͳΔ pΛٻΊΑɽٻΊͨ pʹର͠ɼY ͱZ΋ಠཱͰ͋Δ͜ͱΛࣔͤɽ

(4) (3)ͰٻΊͨ pʹର͠ɼ֬཰ Pr[X + Y + Z ≤ 2]ΛٻΊΑɽ

Let p be a real satisfying 0 < p < 1. Let X and Y be independent random variables which

respectively follow the identical probability function

f(k) =

{
p (k = 1),

1− p (k = −1).

Let Z = XY , and answer the following questions.

(1) Find the expectation E[Z].

(2) Find the covariance E[(X − E[X])(Z − E[Z])] between X and Z.

(3) Find p such that X and Z are independent. Prove that Y and Z are also independent

for the same p.

(4) Find the probability Pr[X + Y + Z ≤ 2] for p obtained in (3).



111 ECz] = ECXY] = E[X] ECY] = (E[X])

: E[X] = p + = 1)(1 -p) = 2p- 1 = E[Y]

thus E[z] = (2p-1)

(2) E[(X-E[X])(z-E[z])]

= E[Xz-XE[z]-zE[x] + EEX]E[z]]

= E[Xz] - ECz]E[X] - E[X]E[z] + E[X]E[z]

= E[XY] - 12p-133
= E[Y] - 12p+ )3

= (2p+ ) - (2p- )3

13) if X & z are independent

COV(X ,z) = E[(X- E[X])(z- E[z])]
= (p-1)[1-12p+3) = 0

thus p = E lo < p<1)

· Cov(Y , z) = E[CY-ECY])(2-ECzT]] = 0

thus Y & z are independent .



(4) P[X+y+z = 2) = 1 - P(X + y+ z >2)

-

: P(x+y+ z(z] = P[x+Y+ XY >z]

= P(x= 1 . y= 1) = P(x=1]P[Y= 1) = p=
thus p[x+y+ z =2] = 1 - E=


